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Combinatorial Optimization problem

A combinatorial optimization problem 𝐴 is a quadruple (𝐼, 𝑓,𝑚, 𝑔), where:
• 𝐼 is a set of instances; 
• given an instance 𝑥 ∈ 𝐼, 𝑓(𝑥) is the finite set of feasible solutions; 
• given an instance 𝑥 and a feasible solution 𝑦 of 𝑥, 𝑚(𝑥, 𝑦) denotes the measure of 𝑦, which is 

usually a positive real. 
• 𝑔 is the goal function, and is either min or max. 

The goal is then to find for some instance 𝑥 an optimal solution, that is, a feasible solution 𝑦 with 
𝑚 𝑥, 𝑦 = 𝑔 𝑚 𝑥, 𝑦′ 𝑦′ ∈ 𝑓(𝑥)}

Without loss of generality, any CO problem can be formulated as a constrained min-optimization program.
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Machine Learning

“Field of study that gives computers the ability to learn without being explicitly programmed.” 
Machine learning definition by Arthur Samuel.

Machine learning approaches:
• Supervised learning
• Unsupervised learning
• Reinforcement learning



Artur Kasymov January 21, 2021Machine learning in Combinatorial Optimization 4/17

Supervised vs Unsupervised learning

Supervised learning
a set of input (features) / target pairs is provided and the 
task is to find a function that for every input has a 
predicted output as close as possible to the provided 
target. 

Unsupervised learning
one does not have targets for the task one wants to solve, 
but rather tries to capture some characteristics of the 
joint distribution of the observed random variables.
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Reinforcement learning

Reinforcement learning
an agent interacts with an environment through a Markov decision 
process (MDP) in order to maximize the notion of cumulative reward.

MDP
Discrete-time Markov chain
a sequence of random variables 𝑋1, 𝑋2, 𝑋3, ... with the Markov property:
Pr 𝑋𝑛+1 = 𝑥 𝑋1 = 𝑥1, 𝑋2 = 𝑥2, … , 𝑋𝑛 = 𝑥𝑛 = Pr(𝑋𝑛+1 = 𝑥|𝑋𝑛 = 𝑥𝑛)



Artur Kasymov January 21, 2021Machine learning in Combinatorial Optimization 6/17

Heuristics

Heuristic
is any approach to problem solving or self-discovery that employs a practical 
method that is not guaranteed to be optimal, perfect, or rational, but is 
nevertheless sufficient for reaching an immediate, short-term goal or 
approximation. Where finding an optimal solution is impossible or impractical, 
heuristic methods can be used to speed up the process of finding a satisfactory 
solution.
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Minimum Vertex Cover (MVC)

Minimum Vertex Cover
Given a graph 𝐺, find a subset of nodes 𝑆 ⊆ 𝑉 such that 
every edge is covered, i.e. (𝑢, 𝑣) ∈ 𝐸 ⇔ 𝑢 ∈ 𝑆 or 𝑣 ∈ 𝑆, 
and |𝑆| is minimized.

MVCApprox iteratively selects an uncovered edge and adds 
both of its endpoints.
MVCApprox-Greedy, that greedily picks the uncovered edge 
with maximum sum of degrees of its endpoints.
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Maximum Cut (MAXCUT)

Maximum Cut 
Given a graph 𝐺, find a subset of nodes 𝑆 ⊆ 𝑉 such that the 
weight of the cut-set σ(𝑢,𝑣)∈𝐶𝑤(𝑢, 𝑣) is maximized, where cut-set 

𝐶 ⊆ 𝐸 is the set of edges with one end in 𝑆 and the other end in 
𝑉\𝑆.

MaxcutApprox, which maintains the cut set (𝑆, 𝑉\𝑆) and 
moves a node from one side to the other side of the cut if that 
operation results in cut weight improvement. To make 
MaxcutApprox stronger, we greedily move the node that results 
in the largest improvement in cut weight.
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Travelling Salesman Problem (TSP)

Travelling Salesman Problem
asks the following question: "Given a list of cities and the 
distances between each pair of cities, what is the shortest 
possible route that visits each city exactly once and returns to 
the origin city?"
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CO Problem in RL language

Problem
MVC

MAXCUT
TSP

State
subset of nodes selected so far
subset of nodes selected so far 

partial tour

Action
add node to subset
add node to subset

grow tour by one node

Reward
-1

change in cut weight
change in tour cost

Termination
all edges are covered 

cut weight cannot be improved
tour includes all nodes
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RL: Learning methods

Demonstration
the policy is trained to reproduce the action of an 
expert policy by minimizing some discrepancy in 
the action space.

Experience
When learning through the experience, no expert is involved; only maximizing the 
expected sum of future rewards (the return) matters.
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Ways of use: End to end

End to end learning
train the ML model to output solutions directly from the input instance.
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Ways of use: Configure existing algorithm

Learning to configure algorithms
ML is applied to provide additional pieces of information to a CO algorithm.
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Ways of use: Alongside optimization algorithm

Alongside optimization algorithm
one can build CO algorithms that repeatedly 
call an ML model throughout their execution.
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ML problems

• Feasibility
• Modelling
• Scaling
• Data generation
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Thank you

Thank you!
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