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Definition
Uniform circuit - The circuit where local queries about the circuit can be
answered in poly-logarithmic time.

Definition
𝑁𝐶𝑘 - is the class of decision problems decidable by uniform boolean
circuits with a polynomial number of gates of at most two inputs and
depth 𝑂(𝑙𝑜𝑔𝑖𝑛), or the class of decision problems solvable in time
𝑂(𝑙𝑜𝑔𝑖𝑛) on a parallel computer with a polynomial number of processors.

Definition
NC - the union of classes 𝑁𝐶𝑘, over all 𝑘 ≥ 0.

Jędrzej Kula 27 stycznia 2022 3 / 51



Definition
quasi-𝑁𝐶𝑘 - is the class of decision problems decidable by uniform
boolean circuits with a quasi-polynomial 2𝑙𝑜𝑔𝑂(1)𝑛 number of gates of at
most two inputs and depth 𝑂(𝑙𝑜𝑔𝑘𝑛).

Definition
quasi-NC - the union of classes 𝑞𝑢𝑎𝑠𝑖 − 𝑁𝐶𝑘, over all 𝑘 ≥ 0.

Definition
Isolating weight function - function 𝑤 is called isolating for 𝐺, if there is
a unique perfect matching of minimum weight in 𝐺.
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Lemma
Lemma 1.1 (Isolation Lemma) For a graph 𝐺(𝑉 , 𝐸), let 𝑤 be a random
weight assignment, where edges are assigned weights chosen uniformly and
independently at random from {1, 2, … , 2|𝐸|}. Then 𝑤 is isolating with
probability ≥ 1

2 .
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An RNC algorithm for Search-PM

Let 𝐿 and 𝑅 be vertex partitions of 𝐺, let 𝑤 be a weight function of 𝐺.
Consider the following 𝑛

2 × 𝑛
2 matrix 𝐴 associated with 𝐺,

𝐴(𝑖, 𝑗) = {2𝑤(𝑒), if 𝑒 = (𝑙𝑖, 𝑟𝑗) ∈ 𝐸,
0, otherwise.
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The algorithm for SEARCH-PM computes the determinant of 𝐴. This
determinant is the signed sum over all perfect matchings in 𝐺:

𝑑𝑒𝑡(𝐴) = ∑
𝜋∈𝑆 𝑛

2

𝑠𝑔𝑛(𝜋)
𝑛
2

∏
𝑖=1

𝐴(𝑖, 𝜋(𝑖))

= ∑
𝑀 𝑝𝑚 𝑖𝑛 𝐺

𝑠𝑔𝑛(𝑀)2𝑤(𝑀)

Jędrzej Kula 27 stycznia 2022 7 / 51



If 𝐺 does not have a perfect matching, then 𝑑𝑒𝑡(𝐴) = 0. But such result
can be also an outcome of cancellations due to 𝑠𝑔𝑛(𝑀). To avoid this
situation, 𝑤 needs to be designed correctly. In particular if 𝐺 has a perfect
matching and 𝑤 is isolating, then 𝑑𝑒𝑡(𝑎) ≠ 0 (since the term corresponding
to the minimum weight perfect matching cannot be canceled).
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Given an insolating weight assignment for 𝐺, it is possible to construct the
minimum wieght perfect matching in NC.
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Let 𝑀∗ be the unique minimum weight perfect matching in 𝐺.
𝑤(𝑀∗) is equal to the highest power of 2 dividing 𝑑𝑒𝑡(𝐴).
For every edge 𝑒 ∈ 𝐸 we can compute 𝑑𝑒𝑡(𝐴𝑒), where 𝐴𝑒 is matrix
associated with 𝐺 − 𝑒. If the highest power of 2 that divides 𝑑𝑒𝑡(𝐴𝑒) is
larget then 2𝑤(𝑀∗), then 𝑒 ∈ 𝑀∗. It can be done in parallel to find all
edges of 𝑀∗.
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The Matching Polytope

Definition
The perfect matching point of a graph 𝐺 is a point in the edge
space(ℝ|𝐸|). For any perfect matching 𝑀 of 𝐺, consider its incidence
vector 𝑥𝑀 = (𝑥𝑀

𝑒 )𝑒 ∈ ℝ|𝐸| given by

𝑥𝑀
𝑒 = {1, if 𝑒 ∈ 𝑀,

0, otherwise.

Definition
The perfect matching polytope 𝑃𝑀(𝐺) of a graph 𝐺 is a polytope in the
edge space(ℝ|𝐸|). It is defined to be the convex hull of all its perfect
matching points.
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For 𝑤: 𝐸 → 𝑅 and 𝑥 = (𝑥𝑒)𝑒 ∈ ℝ|𝐸|:

𝑤(𝑥) = ∑
𝑒∈𝐸

𝑤(𝑒)𝑥𝑒

𝑤(𝑀) = 𝑤(𝑥𝑀)
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Lemma
Lemma 2.1 Let 𝐺 be a bipartite graph and 𝑥 = (𝑥𝑒)𝑒 ∈ ℝ|𝐸|. Then
𝑥 ∈ 𝑃𝑀(𝐺) if and only if

∑
𝑒∈𝛿(𝑒)

𝑥𝑒 = 1 𝑣 ∈ 𝑉

and
𝑥𝑒 ≥ 0 𝑒 ∈ 𝐸

where 𝛿(𝑣) denotes the set of edges incident on the vertex 𝑣.

For general graphs, the polytope described by such conditions can have
vertices which are not perfect matchings.
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Nice Cycles and Circulation

Definition
A cycle 𝐶 in 𝐺 is nice, if the subgraph 𝐺 − 𝐶 still has a perfect matching.
In other words, it can be obtained from the symmetric difference of two
perfect matching. It is always an even cycle.

Definition
The circulation 𝑐𝑤(𝐶) of an even cycle 𝐶 is the alternating sum of the
edge weights of 𝐶,

𝑐𝑤(𝐶) = |𝑤(𝑣1, 𝑣2) − 𝑤(𝑣2, 𝑣3) + 𝑤(𝑣3, 𝑣4) − ⋯ − 𝑤(𝑣𝑘, 𝑣1)|
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Lemma
Lemma 2.2 Let 𝐺 be a graph with a perfect matching, and let 𝑤 be a
weight function that all nice cycles in 𝐺 have nonzero circulation. The the
minimum perfect matching is unique. That is, 𝑤 is isolating.
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Lemma
Lemma 2.3 Let 𝐺 be a graph with 𝑛 nodes. Then, for any number 𝑠, one
can construct a set of 𝑂(𝑛2𝑠) weight assignments with weights bounded
by 𝑂(𝑛2𝑠), such that for any set of 𝑠 cycles, one of the assignments gives
nonzero circulation to each of the 𝑠 cycles.
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Main ideas

For any two 𝑀 ∈ 𝑃𝑀(𝐺) the edges where they differ form disjoint
cycles.
For a cycle 𝐶, 𝑐𝑤(𝐶) is defined to be the difference of weights of two
perfect matchings which differ exactly on the edges of 𝐶.
Lemma 2.2, but it is not clear if there exists such a wieght assignment
with small weights.
We use a weight function that has nonzero circulations only for small
cycles.
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Main ideas

We consider the subgraph 𝐺′, which is the union of minimum weight
perfect matching in 𝐺.
In bipartite case it is not only smaller, but also does not contain any
small cycles.
We show that if graph has no cycles of length < 𝑟, then the number
of cycles of length < 2𝑟 is polynomially bounded.
For log 𝑛 rounds: in the 𝑖-th round, assign weight which ensure
nonzero circulations for all cycles with length < 2𝑖. Since the graph
obtained after (𝑖 − 1)-th rounds has no cycles of lenth < 2𝑖−1, the
number of cycles of length < 2𝑖 is small.
In log 𝑛 rounds, we get a unique minimum weight perfect matching.
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The union of Minimum Weight Perfect Matchings

Lemma
Lemma 3.2 Let 𝐺(𝑉 , 𝐸) be a bipartite graph with weight function 𝑤. Let
𝐶 be a cycle in 𝐺 such that 𝑐𝑤(𝐶) ≠ 0. Let 𝐸1 be the union of all
minimum weight perfect matchings in 𝐺. Then graph 𝐺1(𝑉 , 𝐸1) does not
contain cycle 𝐶.
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Corollary
Corollary 3.3 Let 𝐺(𝑉 , 𝐸) be a bipartite graph with weight function 𝑤.
Let 𝐸1 be the union of all minimum weight perfect matchings in 𝐺. Then
every perfect matching in the graph 𝐺1(𝑉 , 𝐸1) has the same weight - the
minimum weight of any perfect matching in 𝐺.
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Lemma
Lemma 3.4 Let 𝐻 be a graph with 𝑛 nodes that has no cycles of length
≤ 𝑟. Let 𝑟′ = 2𝑟 when 𝑟 is even, and 𝑟′ = 2𝑟 − 2 otherwise. Then 𝐻 has
≤ 𝑛4 cycles of length ≤ 𝑟′.
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Constructing the Weight Assignment

Let 𝐺(𝑉 , 𝐸) = 𝐺0 be bipartite graph with n nodes that has perfect
matchings. Define 𝑘 = log 𝑛 − 1. Note that the shortest cycles have length
4. Define
𝑤𝑖: a weight function such that all cycles in 𝐺𝑖 of length ≤ 2𝑖+2 have
nonzero circulations.
𝐺𝑖+1: the union of minimum weight perfect matchings in 𝐺𝑖 according to
weight 𝑤𝑖.
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By the definition of 𝐺𝑖, any two perfect matchings in 𝐺𝑖 have the same
weight, not only according to 𝑤𝑖, but also to 𝑤𝑗 for all 𝑗 < 𝑖, for any
1 ≤ 𝑖 ≤ 𝑘.
By Lemma 3.2, graph 𝐺𝑖 does not have any cycles of length ≤ 2𝑖+1 for
each 1 ≤ 𝑖 ≤ 𝑘. In particular, 𝐺𝑘 does not have any cycles, since
2𝑘+1 ≥ 𝑛. Therefore 𝐺𝑘 has a unique perfect matching.
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Final weight function 𝑤 will be a combination of 𝑤0, 𝑤1, … , 𝑤𝑘−1. We
combine them in a way that the weight assignment in a later round does
not interfere with the order of perfect matchings given by earlier round
weights. Let 𝐵 be a number greater than the weight of any edge under
any of these weight assignments. Then, define

𝑤 = 𝑤0𝐵𝑘−1 + 𝑤1𝐵𝑘−2 + ⋯ + 𝑤𝑘−1𝐵0.

In the definition of 𝑤, the precedence decreases from 𝑤0 to 𝑤𝑘−1.

Jędrzej Kula 27 stycznia 2022 28 / 51



For any two perfect matchings 𝑀1 and 𝑀2 in 𝐺0, we have
𝑤(𝑀1) < 𝑤(𝑀2), if and only if there exists an 0 ≤ 𝑖 ≤ 𝑘 − 1 such that

𝑤𝑗(𝑀1) = 𝑤𝑗(𝑀2), j < i,

𝑤𝑖(𝑀1) < 𝑤𝑖(𝑀2).
The perfect matchings left in 𝐺𝑖 have a strictly smaller weight with
respect to 𝑤 than the ones in 𝐺𝑖−1 that did not make 𝐺𝑖.
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Lemma
Lemma 3.5. For any 1 ≤ 𝑖 ≤ 𝑘, let 𝑀1 be a perfect matching in 𝐺𝑖 and
𝑀2 be a perfect matching in 𝐺𝑖−1 which is not in 𝐺𝑖. Then
𝑤(𝑀1) < 𝑤(𝑀2).

Proof. Since 𝑀1 and 𝑀2 are perfect matching in 𝐺𝑖−1, we have
𝑤𝑗(𝑀1) = 𝑤𝑗(𝑀2), for all 𝑗 < 𝑖 − 1. From the definition of 𝐺𝑖 and
Corollary 3.3, it follows that 𝑤𝑖−1(𝑀1) < 𝑤𝑖−1(𝑀2). Hence we get that
𝑤(𝑀1) < 𝑤(𝑀2).
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It follows that the unique perfect matching in 𝐺𝑘 has a strictly smaller
weight with respect to 𝑤 than all other perfect matchings.

Corollary
Corollary 3.6. The weight assignment

𝑤 = 𝑤0𝐵𝑘−1 + 𝑤1𝐵𝑘−2 + ⋯ + 𝑤𝑘−1𝐵0

is isolating for 𝐺0.
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It remains to bound the values of the weights assigned. In the first round
we give nonzero circulation to all cycles of length 4. The number of such
cycles is ≤ 𝑛4. In the 𝑖-th round, we have graph 𝐺𝑖 that does not have
any cycles of length ≤ 2𝑖+1. For 𝐺𝑖, we give nonzero circulation to all
cycles of length ≤ 2𝑖+2. By Lemma 3.4, the number of sych cycles is ≤ 𝑛4.
Therefore, each 𝑤𝑖 needs to give nonzero circulations to ≤ 𝑛4 cycles, for
0 ≤ 𝑖 < 𝑘.
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Now we apply Lemma 2.3 with 𝑠 = 𝑛4. This yields a set of 𝑂(𝑛6) weight
assignments with weights bounded by 𝑂(𝑛6). Recall that the number 𝐵
used in definition of 𝑤 is the highest weight assigned by any 𝑤𝑖, so
𝐵 = 𝑂(𝑛6). Therefore the weights in the assignment 𝑤 are bounded by
𝐵𝑘 = 𝑂(𝑛6𝑙𝑜𝑔𝑛). That is, the weights have 𝑂(log2 𝑛) bits.
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For each 𝑤𝑖 we have 𝑂(𝑛6) possibilities and we need to try all of them. In
total, we need to try 𝑂(𝑛6𝑘) = 𝑂(𝑛6 log 𝑛) weight assignments in parallel.
Every weight assignment can be constructed in quasi-𝑁𝐶1 with circut size
2𝑂(log2 𝑛).
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Lemma
Lemma 3.7. In quasi-𝑁𝐶1, one can construct a set of 𝑂(𝑛6 log 𝑛) integer
weight functions on [𝑛

2 ] × [𝑛
2 ], where the weights have 𝑂(log2 𝑛) bits, such

that for any given bipartite graph with 𝑛 nodes, one of the weight
functions is isolating.
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With this construction of weight functions, we can decide the existence of
a perfect matching in a bipartite graph in quasi-𝑁𝐶2 as follows:

Recall the bi-adjacency matrix 𝐴 which has entry 2𝑤(𝑒) for edge 𝑒.
Compute 𝑑𝑒𝑡(𝐴) for each of the constructed weight functions in
parallel.
If the given graph has a perfect matching, then one of the weight
funtions isolates a perfect matching (for this 𝑑𝑒𝑡(𝐴) will be nonzero).
When there is no perfect matching, then 𝑑𝑒𝑡(𝐴) will be zero for any
weight funtion.
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Weights constructed in this way have 𝑂(log2 𝑛) bits, so the determinant
entries have quasi-polynomial bits. The determinant can be computed in
parallel, with circuits of quasi-polynomial size 2𝑂(log2 𝑛). We need to
compute 2𝑂(log2 𝑛)-many determinants in parallel, so the algorithm is in
quasi-𝑁𝐶2 with circuit size 2𝑂(log2 𝑛).
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To construct a perfect matching we want to follow algorithm presented at
the beginning with each of weight functions.
For a weight funtion 𝑤 which is isolating, the algorithm outputs the unique
minimum weight perfect matching 𝑀 . If we have a weight funtion 𝑤′

which is not isolating, still 𝑑𝑒𝑡(𝐴) might be non-zero with respect to 𝑤′.
Then the algorithm computes a set of edges 𝑀 ′ that might or might not
be a perfect matching. We can verify if 𝑀 ′ is perfect matching, and in
this case, we will output 𝑀 ′. As the algorithm involves computation of
similar determinants as in the decision algorithm, it is in quasi-𝑁𝐶2 with
circut size 2𝑂(log2 𝑛).
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